
 

 

DeFine Research Journal  
Online Open Access publishing platform for Research   

© Copyright by the authors   

  

The Evolution of Mathematical Algorithmic Equations by Artificial 

Intelligence:    2020-2025  

Asha Mary Chacko1, Shellymol2,   

1- Research Scholar, IES University Bhopal 

ashamarychacko1994@gmail.com  

2-Research Scholar,ShriVenkatrshwara University, Gajraula,UP 

Shellymol1986@gmail.com  

  

 

 

Abstract   

The world is at the stage of a technologically developed civilization with AI. 

Technology holds a major place in our daily lives. Artificial Intelligence is one of 

the technologies (AI).  AI has become a fast-evolving interdisciplinary research area 

that incorporates all the techniques like machine learning, symbolic computation, 

and physical sciences and mathematical equations.  Symbolic regression, one of the 

machine learning algorithm, is used to discover a mathematical equation that most 

accurately represents a given data set. Deep learning models have shown striking 

strength in arriving solutions to advanced mathematical equations, such as 

differential equations. Artificial intelligence models and methods are applied to find 

new equations, solve sophisticated issues more effectively and efficiently, and adjust 

current equations for better performance and real-time responsiveness.  
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1. Introduction  

The world is at the stage of a technologically developed civilization with AI. 

Technology holds a major place in our daily lives. Artificial Intelligence is one of 

the technologies (AI). It becomes a daily routine and changes the way people conduct 

their business. In some situations, we are even not aware that we are utilizing AI. It 

can be seen in the shape of wearable tech, autonomous cars, mobile apps, and home 

automation devices. Everything that comes under it gets transformed. The most 

advanced technology available to us now is Artificial Intelligence. The technology 

that lies behind the AI is the probabilities and assumptions of the mathematical 

formulas. Mathematical formulas are the foundation of algorithms, giving the exact 

rules and relationships that guide their action. Historically, such equations were 

developed through reasoning within the domain and analytical thinking. Artificial 
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intelligence (AI) has brought a new world, with AI methods being employed to find, 

solve, transform, and optimize  
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these core mathematical expressions. This revolution is best illustrated within the 

span of 2020-2025, with extraordinary growth in the use of AI within mathematical 

equations for solving across domains. This essay seeks to examine the ways that AI 

has transformed mathematical algorithmic equations in this time, focusing on 

important innovations, applications, and challenges.  

2. AI-Driven New Equation Discovery  

One of the most important effects of AI is on mathematical equations has the 

capability of discovering new equations from data given in a realm. This is especially 

applicable in areas where the underlying physical or biological mechanisms are not 

yet well understood or are too complicated to be modeled with the use of 

conventional techniques and strategies. The discovery of novel equations using AI 

has become a fast-evolving interdisciplinary research area that incorporates all the 

techniques like machine learning, symbolic computation, and physical sciences and 

mathematical equations. A central goal of this field is to automate the discovery of 

governing mathematical relationships from data and decrease the dependency on 

manual hypothesis formation in the premises so that new understanding of complex 

systems can be gained with more and more accuracy.  

One of the very first influential works on AI was provided by (Schmidt and Lipson 

(2009), who described an evolutionary expert algorithm that could condense 

symbolic equations from experiment data for arriving the conclusions with more 

accuracy. Their approach found conservation laws and dynamics in mechanical 

systems, identifying the power of AI for discovering interpretable physical laws in 

real. This research set the stage for symbolic regression as a core technique. 

Expanding on this more, (Udrescu and Tegmark (2020) developed AI Feynman, a 

symbolic regression tool with physical priors such as dimensional constraints and 

functional invariance. This hybrid framework strongly enhances the capacity to 

rediscover existing physics laws and deduce new ones, even from noisy data from 

the real world of information. Their approach also focuses on explainability, which 
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is a key force of scientific uptake. (Cranmer et al. (2020) generalized the symbolic 

regression paradigm using deep learning with inductive biases. The early researchers 

in AI presents neural symbolic regression methods that connect blackbox models 

and understandable outputs, facilitating symbolic model discovery with deep neural 

networks as search heuristics.   

2.1 Symbolic Regression  

Symbolic regression, one of the machine learning algorithm, is used to discover a 

mathematical equation that most accurately represents a given data set. The 

traditional regression algorithms fit data to a known equation structure, symbolic 

regression explores an enormous space of potential mathematical equations and 

statements, including variable combinations, constants, and mathematical operators, 

to select the equation that most accurately represents the given data (Brenden K. 

Petersen (2019).  

The Deep learning methods have been incorporated with symbolic regression to 

make it more powerful in the development (Brenden K. Petersen (2019).  The deep 

neural networks can learn an over dispersed distribution of mathematical expressions 

and employ reinforcement learning to instruct the network to come up with 

improved-fitting equations (Brenden K. Petersen (2019).  Such a method has 

demonstrated effectiveness in recovering exact symbolic expressions on benchmark 

tasks, even with the inclusion of noise (Brenden K. Petersen (2019). There have also 

been developments of interactive platforms to enable the user to steer the symbolic 

regression process in real time (Joanne T. Kim (2020).  

2.2 Physics-Informed Neural Networks (PINNs)  

Physics-Informed Neural Networks (PINNs) are yet another different method where 

AI is utilized to solve partial differential equations (PDEs) (AmerFarea et al 

(2024).Partial differential equations are the backbone to the modeling of many 

scientific and engineering phenomena. PINNs incorporate the governing physical 

laws, in the form of PDEs, into the learning process of the neural network 

(AmerFarea et al (2024). This is done by adding the PDE to the loss function of the 

neural network, which trains the network to discover solutions that not only match 

the observed data but also adhere to the underlying physical laws (AmerFarea et al 

(2024). This method has been useful to simulate systems such as magnetorheological 

dampers (Yuandi W et al (2024) and proven promise for realtime model predictive 

control (Si-Yuan Tang (2024).  Frameworks such as DIMON (Diffeomorphic 
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Mapping Operator Learning) using AI can tackle intricate PDEs on computers more 

quickly than traditional methods via supercomputers by performing a pattern 

learning across various shapes and physical factors. .  

2.3 Deep Learning for Approximating Solutions  

Deep learning models have shown striking strength in arriving solutions to advanced 

mathematical equations, such as differential equations (Bryce  

Chudomelka et al (2024)).Classic numerical PDE solution methods are 

computationally intensive and, for the production of a large number of solutions, can 

be time-consuming (Bryce Chudomelka (2024).  

Deep neural networks predicts a solution by being trained to make predictions on the 

coefficients of spectral approximations. (Bryce Chudomelka et al (2024). Methods 

such as the Legendre-Galerkin Network (LGNet) synthesize the precision of spectral 

methods with the power of deep neural networks in parametric PDEs solution (Bryce 

Chudomelka et al (2024). The dynamic systems perspective of deep learning 

perceives deep residual networks as discrete formulations of ordinary differential 

equations, achieving a theoretical justification for their application in approximating 

solutions (Qianxiao Li et al (2023). Deep learning can also function as an effective 

finite-difference solver via automatic differentiation, resulting in physics-informed 

neural networks capable of speeding up scientific simulations (Rose Yu &Rui Wang 

(2024).  

3. AI for Modifying and Optimizing Equations  

AI is applied to modify existing algorithmic equations to make more effective and 

efficient. The application of artificial intelligence (AI) in mathematical modeling has 

increasingly been in the area of equation modifying and optimization. The field 

associates symbolic mathematics, machine learning, and optimization and provides 

new techniques for theoretical and practical applications. Schmidt and Lipson 

(2009), introduced natural laws from experiments through symbolic regression, 

demonstrating the capability of AI not only to optimize but also to discover new 

governing equations.  (Cranmer et al., 2020)used the models which are usually 

"black-box," there have been innovations in neural-symbolic methods to derive 

interpretable equations from trained models.  Reinforcement learning (RL) has 

applied in the AI development recently.  AI agents can be trained to use algebraic 

manipulations or optimization methods to reduce the loss function or simplify an 

expression, as seen in the research of Lample and Charton (2020), which employed 
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deep RL to solve and manipulate differential equations symbolically.  In the 

technologically driven fast-changing environment AI helps optimize equations and 

aid in developing new mathematical models.  4.Machine Learning for 

Optimization Algorithms  

Machine Learning Algorithm is the backbone of the AI development. Machine 

learning methods are finding their way into optimizing conventional optimization 

algorithms (Nitin Rane et al (2024).AI can perform the task of algorithm parameter 

tuning, choosing the best algorithm for a specific problem, and even develop new 

optimization techniques (Nitin Rane et al (2024). The reinforcement learning is 

utilized for creating clever optimization approaches (Zhenan Fan et al (2024). Large 

language models (LLMs) have also been proven to have the potential to enhance 

current optimization algorithms by suggesting novel heuristic variations and 

implementation approaches (Camilo ChacónSartori&  Christian Blum (2025).  

Experiments have proven that optimization algorithms with LLMs can surpass 

expert-human-design heuristics, especially for difficult problem instances.   

5. Real-time Adaptation of Equations   

Machine learning sanctions algorithmic equations to adjust according to changing 

conditions and patterns for optimization (Jens Sören Lange (2025).Real-time 

machine learning training models repeatedly with real-time data so that they may 

update predictions and respond to changing situations without being dependent on 

pre-existing data (JagreetKaur(2024).This is particularly vital in sectors such as 

ecommerce, finance, and transport, where timely decision-making based on up-

todate information is necessary (JagreetKaur(2024).  Methods such as incremental 

model updates and online learning enable models to adapt without retraining from 

scratch.   

6.Challenges and Limitations   

AI algorithms are developing day by day.  More and more findings and predictions 

are happening every day.  Although there is tremendous progress has been made in 

research, combining AI with mathematical algorithmic equations presents some 

challenges and limitations. 7.Interpretability and Rigor  

All Most all AI systems, especially deep learning networks, are "black boxes" and 

do not support insight into the rationale behind their solutions or discovered 

equations (Chenghong Huang (2024).This shortcoming can be problematic, 

particularly in high-stakes applications where trust and explainability are central 
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(Chenghong Huang (2024).AI can simplify mathematical invention and vice versa, 

it tends to lack human mathematicians' deep conceptual comprehension and strict 

proof ability (Shizhe Liang et al (2025). Verifying the mathematical correctness and 

validity of equations generated by AI is a challenge.    

8.Data Dependency and Bias  

 AI models and algorithms extensively depend on big high-quality data for learning  

(Jonathan D. Gough (2025). The quality and representativeness of the data are the 

main determiners of AI-driven equation for discovery and solving performance 

(Jonathan D. Gough (2025). Inaccurate or unexpected results may originate from 

biases in the training data. Data quality issues and bias extenuation are important in 

the reliable use of AI in this area (Jonathan D. Gough (2025)).  The bias are require 

for the development of the predicative AI algorithm.  

9.Real-time Constraints and Computational Resources  

AI dependent on the complex algorithm.  These algorithm is required for the 

development of the complex AI model training and deployment which demand lots 

of computational resources (Xubin Wang et al (2025).  There is a delicate balance 

needed between the computational load of AI and prompt processing and 

decisionmaking in real time development (Chenghong Huang (2024). Efficiency 

optimization of AI algorithms and specialized hardware utilization are required to 

satisfy real-time constraints.  The complex hardware in the process is a requirement 

for the development of the AI.  

10.Case Studies  

The incorporation of AI into mathematical algorithmic equations has given rise to 

revolutionary applications in many industries.  There is a reciprocal relationship with 

industry in the development of the AI algorithm.   

Health Care sector:  Health care is one of the important industry which is trying to 

use the AI in all its activities.   AI is employed to identify complex relationships 

within biological and medical information, resulting in novel representations of 

disease development, disease detection and drug interactions (Yifan Deng (2020). 

PINNs are being designed for real-time modeling and control in diagnosis, detection, 

analysis and  bio-manufacturing (Si-Yuan Tang (2024).  

  

Engineering: The engineering is the another discipline which is used in the use and 

development of the AI.  AI systems such as DIMON are transforming the solution 
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of partial differential equations in fields ranging from technological development, 

aerospace to orthopedics and crash testing with considerable savings in computation 

time.  The virtual reality and augmented reality help to develop surrogate models 

constructed using AI are speeding up aerodynamic simulations and design 

optimizations in aerospace and car engineering (Jasmine Chokshi (2025).  

  

Finance: Machine learning algorithms are employed in algorithmic trading, risk 

management, and detecting fraud, making use of real-time market data to make quick 

decisions. The real time financial predictions are important in the sustainability of 

the companies for future development.   

Environmental Science: AI is helping discover equations that rule climate elements 

and developing reduced models of oceanic properties at the large scale (Huntingford, 

C et al (2025). Deep learning models are enhancing weather forecasting accuracy 

and speed (Nitin Rane et al (2024).  The weather forecasting based on the AI models 

are more specific, timely and accurate which helps to take the decision for the 

betterment of the human society.   

  

11. Future Directions  

The area of AI transformation of mathematical algorithmic equations has potential 

to keep on accelerating at a fast pace.  The mathematical interpretations and 

algorithms are required for the development of the AI models.  There is a lot of 

research is done in the field of the AI development Future studies will possibly target 

in developing the interpretability and reliability of AI models, developing faster 

algorithms for real-time processes, analysis and solving issues related to data 

dependency and bias (Lucas Garcia et al (2025).The future research with the help of 

AIand quantum computing has the possibilities to open new doors for solving 

mathematical problems and develop new equations in the modelling (Chenghong 

Huang (2024). Moreover, the creation of more advanced and complex hybrid models 

that leverage the best of AI and conventional mathematical models will further result 

in stronger and more secure solutions in the complex solution development 

(HeideAungst(2025).  The easy, technologically sound and accurate complex models 

are require for the future development of the AI algorithms.   
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12.Conclusion   

The current decade has shown a drastic growth in the development of the AI 

algorithm.  The ten-year time frame between 2020 and 2025 has seen a drastic 

transformation in mathematical algorithmic equations development as a result of the 

growing power of artificial intelligence in the everyday life.Artificial intelligence 

models and methods are applied to find new equations, solve sophisticated issues 

more effectively and efficiently, and adjust current equations for better performance 

and real-time responsiveness.  But still there are challenges posed by interpretability, 

data reliance, and computational power, the developments in this area have 

tremendous potential for expediting scientific discovery, fueling innovation in all 

sectors, and increasing our capacity to model and comprehend the world around us. 

The mathematicians together with computational factors help in the development of 

the better algorithms in the AI.  The continued synergy between AI and mathematics 

promises a future where complex problems can be tackled with unprecedented speed 

and accuracy.  
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